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FOREWORD

An invariaat pattern recognition methodology is presented.
Recognition is based on a unique feature extraction technique and
a newly developed Art1f1c1al Neural System (ANS). This target
recogriition approach demonstrates that using an ANS archltecture,

recognition can be obtained despite target orientation, size, or
aspect angle.
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ABSTRACT

The invariance principle is one of the important design
consideration in target recognition. Some theoretical aspects
of this principle were investigated. A new set of affine
invariant features were developed. Geometrical examples are
given, and features generated using this feature extraciion
technique are demonstrated.

A novel artificial neural network model was developed to
analyze these features and perform classification of the
' targets. This network acts as a dynamic model to establish
classes of targets in a nonlinear fashion.

Recognition is based on the combination of a unique set of
features and the newly developed neural network model. This
target recognition approach demonstrates that recogn:tion can be
obtained despite target orientation, size, or aspect angle.




NAVSWC TR 91-5%8

CONTENTS

INTRODUCTION 3 LN ] . [ . . - o‘ . . . . . . . - . -

APPROACH . . . . . .
" FEATURE EXTRACTION TECHNIQUE
Proposition 1 o o e e e .
Prop051tzon 2 e e s e =
Proposition 3 o« e o
HYBRID KEURAL NETWORK ALGORITHM

* o o s

e * e o
s * ¢ e s
L) . L] L - ._
e« % & o ¢ o
*« & s o e
e o ¢ 8 o ®
e o o v g ®
. o o * o @
o ® o o o ®

CONCLUSIONS v v v o v v o o & o o o o o o o o o s
REFERENCES e e e & & e s e vo e & e o e e & e o e @

DISTRIBUTION . [ . o e . ‘o . . L] . 3 . . 3 L3 . . .

ILLUSTRATIONS

Fiqure ) ‘
- TBETA-SBIGHBORS OF TWO SIMPLE GEOMETRIC OBJECTS
THETA—NEIGHBORS OF THREE FIELD TARGETS . . . .

VARIATIONS OF THETA-NEIGHBORS ANGLES . . . . .

s W N -

THE HYBRID NEURAL MODEL PEATURE SPACE e e o

v/vi

Page

) L] - ] Y .
: -
o

. (1)

. Page




NAVSWC TR 91-528

' INTRODUCTION

Automatic, fast, and accurate target recognition is crucial

to support the capabilities of on-board smart weapon systems

" ‘which reduce the workload of crew.membets;"lt can also

eliminéte.many of the errors introduced by humans whose
situational awareness is degraded by an immense workload.
COnveotional target recognition methodologies aie substantially
limited when applied toward the oolution of complei,ﬁévy
problems. Despite the many advances in computer architectureb
and.speed, there remain many problems in wﬁich huméngsolutions
are superior to computer solutions in terms of accuracy: |

adaptability, gxacefol degradation, generality, cost, and speed.

Automatic Target Recognition (ATR) is oné of the key

components of smart weapon'systemsﬂ- Current ATR oystems cannot

deal effecffvely with uncerﬁainty osvhum;ns do, nok learn to

produce better results as experience is gained. This is an

important ‘problem which has been éhe subject 'of considerable

development over the past seyeial years.  The ptoolem dictates

the need for a very powérful system which is compact,

distributed, fault tclerant, and robust. There are several

issues to be concerned wi;h,id,doveloping an ATRvalgotithm.

Sample data representing possible variations of the target is

"1
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desirable. The system st Huld perform efficiently under
occlusion and obscuration. Furthermore, the ATR system should

be able to adapt to the addition of new targets to its database.

Biglogical information proceséing has continugd to be an
inspiting>soﬁrce for modeling a,ﬁide spectsum of signal and
image understanding problems. The appeal of biological models
for perceptual taskslhas been erhanced by the.!: strong pdtential
“for ha;dware implementation aﬁd by the shartcomings of
conventional procadural models. Artificial Neural Systems (ANS)
based on biological models have been widely propésed for
recognizing patterns from sensor data. The ‘benefits of using
ANS technology for target recognition becomes apparent as one
examines the process of deve1oping a system to pe;form target

recognition.

The objective of this report is to describe a new térget
‘recognition method. This methodology greatly increases the
probability of recognizing targets from imagihg sensor data
usihg a new fezture extraction scheme and a novel neural network:

model.
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APPROACH

An effective target recognizer should be able to deal with
variations in target signature within the appropriate look time,
without a large measure of performance degtadaﬁion. The ‘
features considered in classification should always be separable
" in feature.space so that decisions may be made with é_high

degree of confidence.

Invariant target recognition involves two disfinct
processes. The first is to define a set of affine invériant
féatureé to be extracted from the tatﬁets of interest, and the
second involves selecting an appropriate target recognitidd
algorithm for use with the extracted features. Although bihary'
images were used in this experimént, further study showed that
'grey-scale images alsq can be used with no sidnificadt‘decfease

in the accuracy of the system.

FEATURE EXTRACTION TECHNIQUE

Image data used_ih this.study were binary silhouettes from
which-£eature§-were'éxtiacted. The features extiacted.wete

similar to'tbose described by Puller (1990)! for identification
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of targets in two-dimensional (2-D) space. Feutures are as

described below:

Let a binary target image be displayed in a n x n pixellgrid
and let P[i,j] denote the value "0" or "1" of thz pixel in row i
and column j of the image. Let (X, ¥) denote the center of masé
of the digitized térget image. Then (i,j) and (k,l),afe said to

be "theta-neighbors" if and only if:

1. Pli.j] = Plk,1)

]
[

2. i

= rcos ($[1]) ~ X

- j = rsin (¢[1]) + ¥
k = rcos ($[2]) + X
1 = rsin {$[2]) + ¥

where ¢[2] - ¢[{1l] =0 andr >0

Pseudo--Invariant features were constructed from theta-neighbors

as follows:

Let {a{l],al2),...,ad[m]} be a set of distinct angles with

0 <ali] <a[2] <...<alm) <180 for i=1,2,..,m; and

Let S{i] denote the number of a[i] neighbors in the image
‘where it is required that 0 <r < min {n-X,n-¥}; with n being

" the size of the grid.
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Then we define
P(i] = Ro2/(R2 « S[i])
where R is the radius of the sma.’«st circle which can enclose
the unknown target image; and “; is the radius of the smallest

circle which could encicse the largest target during trainihg.

. It is apparent from tﬁe definition and the fact that the
features are extracted with respecf to the center of mass of the
targets that {F[1j,F[2],...,7[m]} form an invariant set under
rotation and translation. To illﬁstrate that they are invariant
ﬁnder scaling ana to illustraté the power of the featutes in
target identification, the set (S[l] S[Z],...,S[m}} must be

1nvestxgated more close1y

Closer inspection of the defznxtlon of 5[1] shows that S[i)
may be calculated by counting the number of 1l's when the
original image is "Anded" with an 1mageﬁobta1ned by totat;ng £he
original through an angle cf afi]. Thisbis shown pictorially in
Figure 1. Column l'shows téo simple objects A ané B. 'Cd;uhn 2
presents the two ob1ects rotated by 10 and 90 degrees
(counterclockwxse,, rﬂspectzvely. Column 3 combines the
original objects, the rotated object, and the inte:section which -
constitute the theta neighbor. Column 4 shows lo-degree and
90-de§ree'neighbo:s superimposed on the original object. As
described,a&ove, the features S{i] would be obtained by counting

the pixels in the "pixel with theta~neighbor™ areas.
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The values for the numver of pixels with 90-degree neighbofs
in Figure 1 are 650 for nbjeét A and 550 for object B. The
humber of‘pixels.having 10-degree neighbors are 730 for object A
and €40 fcr object B. This observation reveals that, by using
theta-neighbors, one can distinguish between objects A and B at
- any angle of rotation and, despite any linear translation, by

counting 90~ and lo-degrees neighbors.

The reqularity of the above objects might preclude the need
for the use of theta-neighbors fo. classification. Other
simpler features--such as height/width ratios or number of.
vertices --might be easier to extract and just as efféctive as
theta-neighbors. In Pigure 2, however, three targets (A, B,
and C) are shown which are not reqular. The targets (shown ;nl
Column 1) have no well defined height, width, nor number of |

vertices. Thus, more general features are needed.

Column 2 of figure‘z shows the thrée'targeté.rotafed by
10 degrees and by 90 degrees, respectively. Colnmh 3 combines‘
the original‘ta:get, the rotated target, and thg in;ergeciion;
The last column éhows theloriginél tatgét énd the ingersection.
The hatched area in cdlumn‘4 is the area where §ixels have -
theta-neighbors. It is easy to see that theta-neighb:fs may be
used to dxstxnguish among the three targets—~xegatdless of any
rotation or ttanslatxon. 'One can simply compv=e a vector for an

unknown target whose i-~th component is the numbet of pixels
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having theta-neighbors with thetafi]}. This vector is then
compared tu a list of similar vectors computed from the known
targets. The target is classified as belonging to the class

whose vector is cleosest to thai of ‘he unknown target.

'While it is as gifficult to quantify the strength of theta-'
neighbors as’features as it is to define a typical pattern, some
general results are apparent from Figure 2. Pirst, Ecnsidgring
10-degree neighbors, it is noted that most of the ﬁixels»in each
of the targets,haVe l10-degree neighbors. FHowever,;the
proportion of pixels with 90-degree neighbors ié small for the
target A, somewhat larger fcr the target'B, and ciése to 1 for
the target C. From this, it appears that target A may be
characterized py a small proportion of‘pixéls with theta-
neighbors for theta near, 90 degrees and a larger propottion as
theta apéroaches zero. Likewise, tatgeté‘similar to target C--
those approaching circles--have large préportions'of points with
theta-neighbors for any theta-(e).. The proportions for target B

.lie somewhere in between.

1 In general, a small proportion of theta-neighbors for a

fixed angle indicates one of the following:

1. A radial arm sut~ending an angle ¢ which is less

. than 0 (FPigure 3a).
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2. several radial arms--say RA[1], RA[2],...,RA[k]--each of
which subﬁends”an éngle of ¢fi} with i=1,2,...,k; which is
vless than 6 and, when the target is rotated through the angle 8,
the intersection of RA[i].and RA[j] is empty for i, = 1,...k,

and i#j (Figure 3b).

If the proportion of pixels having theta-neighbors is near 1
for all valués of B,Athe shape of the taréet is approaching that
,of‘a éircle. This leads to a second characterization ofltheta—
neighbors. Ohe may vieQ the target as obtained by drawing
concentric circles of radius 1,2,...,r with the common center
being the center of mass, and r being the radius of the smaliest
pixel circle which contains the entire iarggt. At each stage
j=1,...,r, the circle of radius j is drawn, and all points on
the c1rcle which are not on the target are then erased. Thus,
S(i) could be obtaxned by summing the pixels havxng ali)

neighbors on each circle of radxus J = 2,2,000,C.

A second method for cqmphting s(i]-thilé’more complfcated--
revealed the relationship of theta-neighbors to area and, hence,
Ito scale. Suppose that a qircle of radius j'fs drawn and that
no poih£§ on the arcs A[i] i=1,2,..t are points of .the t#rget;
 vsupposévth5t C(Ali], is the cardihslity of A[i) and let A'[{)
denote the arc obtained when Ali] is rotated by -0. Let B[i)
denote C(A[i]nA;(i]). Nq point'on any arc A[i) can be a theta-

'neithor (its value is 0) and no point on A'[i) can have a




NAVSWC TR 91-528

theta—ne;ghbor since the points which are theta degrees apart
all have‘rhe value "0". Hence, the number of points ‘on the

circle of radius j with theta-neighbors is given by
2*n*j -(C(A[l))_*C(A'[l]) ;C(Blll) +...+C(A[t])+C(A'[t]-C(B[L]))

Thus on‘a:fixed sircle, the number of theta-neighbors
represents the proportxon of that circle with theta-neighbors.
1f the 1mage 1s scaled, these proportxons remain the gsame since
the arcs A(x]lcover the same relative proportion of the.czrcle.

The features S[i) are seen to be proportional to the area of the

smallest circle which can enclose th2 target.  Furthermore,

S{i]/M is an.invariant where N represents the number of pixels

in the smallest circle which can enclose the'tarqet.

When comparing two or more targets, the proportion they

. encompass of the area of the circle of radius R which inscribes

them may be a significant identifying feature. Por example in

Figure 2, the radxus of the circle needed to inscribe target A

is the same as that for targers B and C. However, targets B

Aand C will cover a larger proportion of the pixels. This is the

reason for multip;yxng S(i] by RoZ/RZ rather than simply

computinq S(il/Rr2,:

The results described above are summarized below as
Propositions 1, 2, and 3. Essentially the claim is made that

the set of'fea:ures'{P(iui-l,z,....n) forms an invariant set of

features. We present the continuous version of the proofs where.
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“area" in the continuous caseAcorfesponds to "number of pixels"
in the discrete case. Proofs for the discrete case may be
obtained by substitﬁting double sums for thé double integral.
The "bounded subset I of the plane" referred to in the proofs

should be interpreted as "target image" in the discrete case.

Propositiocn 1:

Let I be a bourded subset of the plane, let 9 be'an angle
(0<é<2n), let Iy be the subset of the plane obtained py |
totdting I by an angle O about its center of mass and, for (x,y)
in the plaﬁe, let (xg, ys) be the point obtained by rotating
(x,y) about the center of mass of I by‘an angle 8. Define '

1 if (x,y) €I

P (x,y) =
'¥) { 0 else

Then if § = {(x,y) € I|(x,y) has a theta-neighbor},

the area of S = area of (Inly)

Proof: Area of S = f [dA
]

= {J P(x,y) P (xq, Ye) dx dy

and area of InIg = [ [ dA
: Inly

=ffx (x,y)dxdy = [[ X (xerye) dxe dys -
I Inl,e - I Inly

Where X is the characteristic function.

10
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Since both integrals are over I and since each integrand is
restricted to the values 0 and 1, proof of this proposition is
completed if it can be shown that for any (x,y) € I, the

integrands are equal.

Let (x,y) € I. 1f P(x.y) P(xXe. ¥o) = 1, then P(x,y) = 1
and P(xg,ys) = 1, which yields (xq,ys) € I. By definition
(xs, ys) € Ig; hence

(xg, Yo) € INIy =X (xg, Yo) =1
Inlo

Similarly, if P(x,y) P(xg,ve) = 0, then P(xg,ys) = 0
(Recall'(x.y) € I), thus (xe, ye) €I and hence

(xe, Yeo) _fIﬁIo =X (xg, yg) = 0
Inleg

Therefore, the integrands are equal. The map (x, y) - (X¢, Yo)
is one-to-one, and it now follows that [f dA = [ [ dA, or area

I - Inlg
of S. = area of A. ‘

Fropogsition_2:

The area of S i# translatioﬁ and_totat1on invariant.
Proof: Translation has the effect of uoving the center of mass
of I. Thus if (x,y) is the center of mass of I, the new center

of mass is (x+Ty, y+Ty) where T, is the translation in *the x

direction and Ty is the translation in the y direction. The

11




NAVSWC TR 91-528

change of variables x to (x+Ty) and y to Iy+T,) and Proposition 1
shows S fbr the translated image equals S for the original

image I.

For rotation, suppose I has been rotated by ¢lto form I,.

L]

By Proposition 1, areas of S = area of (I N Ig)

area of (I n i¢+e)

area of S for I,

Proposition 3:

Let I be a bounded subset of the plane and let kI denote thei
subset of the plane obtained when 1 is scaled by k'in both the x
and y directions. Let R denote the radius of the smallest
circlg centered at (X, Y) wnhich can inscribe I and let Ry dénote
the radius of the smallest circle which caﬁ inscribe kI, and let
S denote the set of points in I wiih Eheta-neigthts. |

Then

areaof S area of kS
2 2
R R.

Proof: (areas of S)/R? is simply np where p is the proportion
of the circle of radius R which is covered by I'n I,. Since I
is scaled uniformly to form kI, this proporticn.must be . -

~ preserved for any scaling. Thus

dreaofkS _ _  areaof S

P -| - 2 s

R} R
12
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The abcve propositions seem to indicate that--at least in
2-D space--the problem of térget classification can be solved by
judiciously choosing a set {thetall],theta({2]..,thetaln]} of
angles and compa;ing tpe feature vector (F{1],P(2],..,i(n]) from
an unknown target to a list of feature vectors bf known tafgets
and classifying by nearest naighbor. As shown previously by
.Fullet (1990),! this is not practical when dealing with
digitized images due to aliasing, jaggies, and other problems
inherent in computer graphics. It was also éhoyn that even such
simple measurements as target areé or length 6f liﬁe segmént are
not preserved uader affine transformations carried out on
computer. Furthermore, it was the goal of this study to not
only solve the problem of taréet tecoénition in 2-D, but also to
develop a methodoiogy which was readily extendable to three
dimensions (3-D). Therefore, an aftempt was made to develop a

neural network based tecognifion system. -

HYBRID NEURAL NETWORK ALGORITHM

Neural network iechnology provides a number of tools which
form. the basis for'a.poteniially fruitful approach ﬁé the
tecognitién problem. It pfovideé powerfulvcolleéfive and
computational techniques for designing a robust ATR system, Thé
ANS model described in this report implements a novel patiern
recognition process éo‘dembnstrate 1nvatiant}p&ttetn

recognition, robustness to noise, obscuration and cimduflage.

o

13-
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The elements that combine fo determine system performance
are spatial résolution of the sensor, the features extracted
from signatures. the structure of the classifier, and the ANS.
With an ANS, important issues are optimizing the network
structure in terms of the learning algorithm and the number of

connections.

Regardless of any 2-D affine transformation, the extension

to 3-D is dependent on the development of a network capable of

'associating any of the rotations about the vertical (i.e., 2z)

axis wit™ the appropriate target class. In addition, the network
had tco be capable of generalizing. This means it had to be
capable of interpolation to identify targets rotated in'the x-y
plane at angles between thése presented in the training set; It
Also had to be able to identify those targets within a class
which afe similar. It was des.red that the ngtwork use a
minimal number of neurons so that any gener#lizaﬁion taking
place would be apparent from tne test results. Thus.'émphasis'
dﬁting the ttainihg and testing 6f the nétwork was on three
issues: (1) qbilﬁty'to genetalize;f(Z)'miniﬁum number of

neurons; and (3) accuracy.

14
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In addition, the following two problems need to be

addressgd:

l. A target at one angle of rotation about the vertical
axis might bear little or no resemblance to tkhe same target at

another angle of rotation.

2. A target at some angle of rotation about the vertical
axis might bear a strong resemblance to another éarget at the

same or a different angle.

' The hybrid neural net model is based on the Cluster
Euclidean Network described by Hartigan (1975),2 Kohonen's
(1987)3 Learning Vector Quéntization (LVQ), and Adaptiye
Resonance Theory (Lippman, 1987).4 The network is shown'
schematicaily in Figure 4. 1Initially, the network consists of
one'nehron whoée node cen;et is a vector whose i-th component is

P{i]) (number of pixels with theta[i]-neighbors) for the first.

target in the training set. This neuron has a sphere of
influence set at some large'value--sgy v[bl. As more examples'

are p;esented to the network, the following steps are taken:
1. The radius of the sphere of influence of a neuron may be

decreased. This occurs if a training example not,bf the type

' represented by the neuron falls within the influence of that

15




"NAVSWC TR 91-528

neuron. If v(t) represents this radius at time t, éhe radius .is

upiated by
v(t+l) = v(t)e(1l-a[l](t))
where a[l] is a small real number which gradually decreases to 0

as t increases. In addition, comparable success was obtained by

using
vit+l) = v({t)sk

where k is some constant near 1.

2. The node center of the neuron is adjusted in the ﬁanner
described by Kohonen (1987).3 This allows the node center of the
neuron to seek the statistical center of the data represented by
that neuron. Thus if nc(t) represents the node center at time t

and X is the training vector, then

nc(t+l) = nc(t) + all](t)e(X - nc(t))

if classification is correct.

ne(t+l) = nc(t) - a[é](t).(x,- ne(t))

if class@ficatién is incorrect.
Though not necessary, it is desirable that a(l) = a[2].

The above equations show that a neuron which fires incorrectly
has Both its radius of influence decreased gnd its node cenée;

shifted.

16
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3. A nev neuron.may be added. This occurs if a training
example does not fall within the influence of any currently
active neuron and if neafest neighbor classification of the
training éxample is|incorrect.‘ When the new neuron is added,
the features of its node center are set to the values of the

training example and its radius of influence set to v([0].

In addition, if the training set is finite, logic can ke

. included to ensure that all neurons identify at least one member

of the trairing set. A neuron may identify no pattern if the
updating procedure' pushes the node center too far away from the
data early in the training. 1If the neuron does not fire for any
training pattern, it is disabled and reused-—-if needed--at a

later time.

Since the input space is bounded and is finiée, the network

'is stable. Thus (1) only a finite number of clusters can be

formed, and (2; the node(centers reach a steédy state. Thus, if

nc(i] is the node ~onter of the i-th active neuron, then

neli] - nc[£][i] as al2] - 0

where né[f][i] repreéents the steady state values of neuron i.
Furthermore, the.network is dynamic since new patterns may be

added at any time.

17
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During testing, tﬁe unknown target has its features
extracted and compared‘to the node:centers-of all active
neurons. Let vii] denote the redius of the sphere of influehce
'of an active neuion i and let X denote the feature vector of the
unknown target. The inpot is classified as belonging to class i

if and only if
d(X,ncl£][i]) <vli]

whare d represents Euclidean distance,

or if and only if

d(X,nc[f][i)) >v[i]

where d represents the dot product of nc[f]{i] and X divided by

the product of norm(X) multiplied.by norm(nc{£1{i])), that is

d(X,nc(£][i]) = <nc[f]l[i],X> / IXI » Hnc(£1(il}

Prellmlnary tra1n1ng and testxng have been completed in an
experlment designed to detetmzne if the methodology descrlbed
above ‘can be successful in performxng 1nvar1ant 3-D target
recognxtion. Tra1n1ng and testing were pertormed on real data
obtazned ftom five targets presented at 105 dszerent

orientations each in space. Preliminary results showed.that
:the ANS conve:qed rapidly, target teoognition accuracy of over
86 percent was achieved (Holland, 1991).5 Additionally,
previous work revealed that the network was able to recognize

the targeis even in the'noisy'environment.
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CONCLUSIONS

A novel set of affine invariant featurés and an artificial
neurél net model wére described. Preiiminary results showed
that the hybrid ANS mcdel converged rapidly, and the network was
able to recognize some noisy targets wiéh a high degree of
acéuracy. This target recognition ;pproach demonstrates that
dsing an ANS architecture, tecqgnition can be obtaiéed :
independent of orientation, si!e; or aspect angle. Results of
the experimgntal studies on performance chiracteristies of the
features and the ANS recognizer are under in§estigation aﬁd will

be published in the near future.

-
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Object A
10 deg. neighbor

Object A
90 deg. neighbor

Object B
10 deg. neighbor

Object B
90 deg. neighbor

1) 2) D 4

Original Rotated Both with Original
theta- with
neighbors theta-
neighbors
B original fiéure _ F1§v

82 Rotated|figure
i Pixel with  theta-neighbor

FIGURE 1. THETA-NEIGHSORS QF TWO SIMPLE GEOMETRIC OBJECTS'
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